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Diversify-Aggregate-Repeat

Demands too much computation.

Network parameters must be updated.
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Our Approach
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Our Approach
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Quantitative Evaluation
Leave-one-domain-out Evaluation
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Qualitative Evaluation
Visualization of Activation
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Activation: Visualization of gain and loss of Grad-CAM.



Qualitative Evaluation
Visualization of Manifold

Manifold: t-SNE result of the manifold space after each phase. 
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Complexity Analysis

𝐎DART 𝑀 = 𝑀 × number of parameters per network
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𝐎A2XP 𝑁 = 𝑁 × number of perameters per prompt

≫

[1] Jain et al. “DART: Diversify-Aggregate-Repeat Training Improves Generalization of Neural Networks” CVPR 2023.

[1]



Thank You
Website: 

E-mail:

airlabkhu.github.io/A2XP

geunhyeok@khu.ac.kr


	Cover
	슬라이드 1: A2XP: Towards Private Domain Generalization

	Introduction
	슬라이드 2
	슬라이드 3: Domain Generalization
	슬라이드 4: Domain Generalization
	슬라이드 5: Domain Generalization

	Related Works
	슬라이드 6
	슬라이드 7: Related Works
	슬라이드 8: Related Works
	슬라이드 9: Related Works
	슬라이드 10: Related Works

	Method
	슬라이드 11
	슬라이드 12: Our Approach
	슬라이드 13: Our Approach
	슬라이드 14: Our Approach
	슬라이드 15: Our Approach

	Experiments
	슬라이드 16
	슬라이드 17: Quantitative Evaluation
	슬라이드 18: Qualitative Evaluation
	슬라이드 19: Qualitative Evaluation
	슬라이드 20: Complexity Analysis

	Out
	슬라이드 21


